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A measurement of the triple di�eren tial cross section for the process p�p ! 
 + j et + X is
presented. This measurement is based on a data sample collected with an integrated luminosit y
of about 1.1 fb � 1 between September 2002 � February 2006 by the D� detector at the Fermilab
Tevatron p�p Collider running at

p
s =1.96 TeV. The events selected for analysis contain photons

with transversemomenta in the range of 30� 300GeV and pseudorapidities of j� 
 j < 1:0 and a leading
jet with transversemomentum pT > 15 GeV. In these events, jet pseudorapidities are limited to lie
within the ranges j� j et j < 0:8 or 1:5< j� j et j < 2:5. The dependenceof the crosssection on the photon
transverse momentum for di�eren t photon and jet rapidit y regions is compared with the next-
to-leading order QCD predictions using the CTEQ6.1M parameterizations of parton distribution
functions.
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I. INTR ODUCTION

High energyp�p collisionsallow testsof QCD predictions at high valuesof transversemomenta (pT ). A comprehensive
study of high-pT jets [1] and isolated prompt photon events [2] performedat D0 using data collectedduring a previous
Tevatron running period (Run I). The increasedluminosity collectedby the D0 Collaboration in the recent run (Run I I)
has resulted in a sizablesampleof \ 
 + j et" events which allow high statistics QCD checks which were not possible
with Run I statistics. The useof theseevents addsadditional information to the results previously obtained in Run I I
from studies of high-pT jets and prompt photon events [3, 4]. While the fundamental parton level subprocessesthat
de�ne \ 
 + j et" events are the sameas those that determine the inclusive isolated prompt photon production, with
the \ 
 + j et" samplewe also take into account the kinematics of the jets. The latter in association with the photon
information shedsmore light on the initial QCD dynamics.

An advantage of \ 
 + j et" events is that the isolated photons are mostly "direct" photons, i.e. those which are
produced in some fundamental parton subprocesses. It is important to stress that these photons come unaltered
from the parton subprocessesto the electromagneticcalorimeter. Thesesubprocessesinclude: (1) the Compton-like
partonic scattering gq ! q
 which dominates in a wide kinematic range (seeFig. 1 below), and (2) the annihilation
subprocessq�q ! g
 . The production crosssection in the �rst caseis obviously sensitive to a gluon density inside the
colliding hadrons and, in principle, it may give an opportunit y to tune the gluon distribution (seee.g. [7{9]) that still
has noticeable uncertainties [10, 11].

A dominant sourceof background photons for \ 
 dir + j et" events are the photons from hadron (� 0; � , etc.) decays
and so called \fragmentation" photons [5]. The contribution from the parton-to-photon fragmentation mechanism is
however suppressedafter application of strong photon isolation criteria and it decreasesas p


T increases[6, 12].
This note presents the results of measurement of the triple di�eren tial crosssection for p�p ! 
 + j et + X process

in p�p collisions at
p

s =1.96 TeV with a photon located in the central pseudorapidity region of j� 
 j < 1:0 and a
leading jet with pT > 15 GeV in either the central (j� j et j < 0:8) or the forward region (1:5 < j� j et j < 2:5) [26]. The
photon pT range varies from 30 to 300 (200) GeV for the central (forward) jets. It should be noted that such events
may include more than one jet. We denote the "leading" jet as the jet which has the largest pT in the event. The
di�eren tial crosssectionsfor the p�p ! 
 + j et + X processwas measuredin the following four kinematic regions,
di�ering by pseudorapiditiesof the leading jet and the most energeticphoton:

Region 1: (0:0< � 
 < 1:0 and 0:0< � j et < 0:8) or (� 1:0< � 
 < 0:0 and � 0:8< � j et < 0:0);
Region 2: (0:0< � 
 < 1:0 and � 0:8< � j et < 0:0) or (� 1:0< � 
 < 0:0 and 0:0< � j et < 0:8);
Region 3: (0:0< � 
 < 1:0 and 1:5< � j et < 2:5) or (� 1:0< � 
 < 0:0 and � 2:5< � j et < � 1:5);
Region 4: (0:0< � 
 < 1:0 and � 2:5< � j et < � 1:5) or (� 1:0< � 
 < 0:0 and 1:5< � j et < 2:5).

The kinematic domain covered by these four regions and with the chosenp

T range extends previous \ 
 +jet(s)"

measurements [13{15].
Section I I includes description of the selectioncriteria usedto collect the p�p ! 
 + j et + X events, determination

of signal event fractions (purities) and the dependenceof the found purities on p

T . In Section I I I we present the

measureddi�eren tial cross sections and compare with NLO QCD predictions. This comparison is done using the
jetpho x program [16] with the choice of CTEQ6.1M parametrization of parton distribution functions [11].

Figure 1 shows the estimate of the fractional contribution of qg ! q
 subprocessto the associated production of a
direct photon and a jet for di�eren t values of p


T in the four kinematic regions described above. They are obtained
with the two signal 2 ! 2 subprocessesmentioned above usedto simulate p�p ! 
 + j et + X events with the Monte
Carlo event generator pythia [17].

I I. ANAL YSIS

A. Selection Criteria.

Photon candidateswere identi�ed in the D� detector [18] as isolated clusters of energydepositions in the uranium
and liquid-argon sampling calorimeter. The electromagnetic (EM) section of the calorimeter is segmented longitu-
dinally into four layers (EM1-EM4) of 2, 2, 7, and 10 radiation lengths respectively, and transversely into cells in
pseudorapidity and azimuthal angle � � � � � = 0:1 � 0:1 (0:05 � 0:05 in EM3). In addition, the cluster may also
contain the energydeposited in the hadronic portion of the calorimeter located behind the EM section [18].

To selectphoton candidatesin data and Monte Carlo (MC) we have usedthe following criteria. Each EM cluster{
photon candidate is formed by a simple conealgorithm with a conesizeof R =

p
� � 2 + � � 2 = 0:2. The preselected

events are required to passone of the unprescaledEM triggers. The event vertex was required to be within 50 cm of
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FIG. 1: pythia simulation of the fractional contributions of qg ! q
 subprocessesto the associated production of a direct
photon and leading jet in the four kinematic regions.

the nominal center of the detector along the nominal beam axis (jZvtx j < 50 cm) and was required to have at least
3 associated tracks. Candidate EM clusters were acceptedwithin the pseudorapidity region j� j < 1:0. To avoid inter-
calorimeter boundariesand cracks, additional EM �ducial cuts we applied. The total geometricacceptanceafter these
cuts was found to be 0:872� 0:005. Each candidate was required to deposit more than 96% of its detected energy in
the EM section of the calorimeter and to satisfy isolation criteria in the angular region betweenR = 0:2 and R = 0:4
around the energy-weighted centroid: I so(� R02) < 0:07. Here I so(� R02) = (E isoT ot � E isoCore)=EisoCore,
where E isoT ot is the overall (EM+hadronic) tower energy in the (� ; � ) cone of R = 0:4 and E isoCore is the EM
tower energyin the coneof R = 0:2. The probabilit y to have any chargedtrack spatially matched to the EM cluster in
the event wasrequired to be below 0.001. We also limit the energyweighted EM cluster width in the �nely-segmented
EM3 layer.The candidate photon was required to originate from the best primary vertex by �tting its location on the
detector axis using the information obtained from the center-of-gravit y of the EM cluster in the EM1-EM4 layersand
of a cluster in the central preshower detector CPS. Events having anomalously large missing transverseenergy were
rejected by the cut E miss

T < 12:5 + 0:36 p

T .

A set of additional three variables was used for further background suppression. They are 1) the number of cells
that belong to the EM cluster, are in EM1, and have a cell energyEcell > 0:3 GeV, 2) the fraction of the EM cluster
energydeposited in the EM1 layer (just EM1 cells with energyEcell > 0:3 GeV are considered),and 3) a scalar sum
of track transversemomenta in the ring of 0:05 � R � 0:4 (with ptr ack

T > 0:4 GeV) around the photon direction.
Thesevariables turned out to be very e�cien t for background suppressionand show consistent behavior for MC/data
electrons from Z ! ee events. They are usedas an input to an arti�cial neural network (ANN) constructed for the
photon selectionusing the jetnet package[19]. An additional cut on the single ANN output ONN > 0:7 is applied.
The photon e�ciency with respect to this cut is 0:93 � 0:97 with a weak dependenceon p


T . The distributions of
the ANN output for the MC direct photon, electromagneticjets (EM-jets) from simulated QCD hadronic events and
from data for 44 < p


T < 50 GeV are presented in Fig. 2.
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FIG. 2: Normalized distribution of ANN output for data, \ 
 + j et" signal and \ j et + j et" background events for 44 < p

T < 50

GeV after application of the main selection criteria.The total photon selection e�ciency is presented in Fig. 3. The overall systematic uncertainty of the photon
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FIG. 3: The photon selection e�ciency as a function of pT .

selectioncriteria varies within 4.5{5.2% as a function of p

T and is causedmainly by the anti-trac k match cut (3%),

the correction due to observed data/MC di�erence from Z ! eeevents (1.5{2%), the photon pointing cut uncertainty
(2%), the ANN cut (2%) and �tting uncertainty.

We also require at least onehadronic jet found with Run I I jet-�nding algorithm with coneof R = 0:7 that satis�es
jet quality criteria. The leading jet (selectedafter applying jet energy scalecorrections) should have pT > 15 GeV
and is required to be either in the j� j et j < 0:8 or the 1:5< j� j et j < 2:5 pseudorapidity regions. The total leading jet
selectione�ciency varies from 92%to 99-100%with systematic uncertainties of 5.7%at p


T ' 30 GeV, and decreasing
to 2.2% at p


T � 200 GeV.
We selectevents with the photon candidate and the leadinghadronic jet separatedin � � � spaceby dR(
 ; j et) > 0:7

with almost 100%e�ciency for signal \ 
 + j et" events.

B. Estimation of Purit y.

A contribution to \ 
 + j et" events from di-jet background events occurs when one jet 
uctuates to a well-isolated
EM clusters. Thesejets are primarily composedof oneor more neutral mesonsthat decay into photons, and may also
be accompaniedby other soft hadrons whoseenergiesare deposited in the EM portion of the calorimeter.

Since the signal events cannot be identi�ed on an event-by-event basis, their fraction (purit y) P is determined
statistically for a given p


T bin. The photon purit y is de�ned as the ratio

P =
N 


N 
 + N j et ; (1)

where N 
 (N j et ) is the number of signal (background) events that passedthe selectioncriteria.
To estimate the background contribution, the ANN output in data is �tted to ANN outputs from simulated photon

and QCD EM-jet samples by using the hmcmll routine [20]. This �tting procedure correctly incorporates the
statistical error from both the MC and data inputs. The uncertainty of the measuredpurit y points at low pT is
mostly causedby the low statistics of the simulated QCD jet samplewhich remains after passingthe main selection
cuts while for high pT intervals it is dominated by the data statistics.

The photon fractions determined from hmcmll were �tted by the function

Pf = 1=(1 + a (p

T )b(1� 2p


T =
p

s)c): (2)

We have chosen this form becausewe expect the data to be a sum of two falling (signal and background) cross
sectionswith their ratio having roughly the form a(pT )b(1� 2p


T =
p

s)c (compare with formula (1)). Apart from the
main �tting function two other functions have beenused: Pf = 1 � exp(a + b p


T ) and Pf = a + b ln(p

T ) + c ln2(p


T ).
In Fig.4 we plot found purities for all the regionsdescribed in the intro duction. Each plot contains a default �t with
its statistical error as well as the systematic band in uncertainty causedby usageof alternativ e �tting functions and
by variation of the number of bins in the hmcmll �t. An additional systematic uncertainty in purit y was assigned
due to the fragmentation model usedin the generatorpythia [17]. This uncertainty was found to be 5% in purit y at
p


T ' 30 GeV, 2% at p

T ' 50 GeV, and 1% at p


T & 70 GeV [4].
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FIG. 4: Dependenceof the photon purit y on p

T in Region 1 and Region 2. The �gure shows default �t (red full line), statistical

error from the default �t (purple dashed line), a band in systematic uncertainty (green dotted line) and the total uncertainty
(blue dash-dotted line).

C. Unsmearing Corrections.

Unsmearingis correcting a crosssection for the smearingwhich results from the �nite resolution of the calorimeter.
It is especially important for the caseof a steeply falling spectrum. In this study, the unsmearingof the crosssection
spectra was performed using an analytical method, �tting to the uncorrected crosssection a function obtained by
the convolution of an initial ansatz (as a physical distribution) and the measuredelectromagneticenergy resolution
function determined from the Z 0 peak. The correction factors were then obtained as a ratio of the unsmeared
(physical) to smeared�tted function. The size of correction rangesfrom 1{5% depending on p


T and the kinematic
regionsdescribed in the intro duction.

I I I. CALCULA TION OF CR OSS SECTION AND COMP ARISON WITH THEOR Y.

The triple di�eren tial crosssection is de�ned by the relation:

d3�
dp


T d� 
 d� j et =
N P f unsm

L int � p

T � � 
 � � j et A � t � 


s � j et
s

(3)

whereN is the number of \ 
 + j et" candidatesin the selectedsample,P is the signal events purit y (i.e. their fraction
in the selectedsample), f unsm is the unsmearingcorrection factor, L int is the total integrated luminosity, � p


T , � � 


and � � j et are the bin sizesin photon transversemomentum, photon and jet pseudorapidities, A is the geometric
acceptance,� t is the trigger e�ciency , � 


s and � j et
s are e�ciencies of the photon and leading jet selectioncriteria.

The total number of \ 
 + j et" events remaining in Regions1{4 after application of all the selection criteria was
about 2.41 million events (� 34.4%in Region 1, 30.2% in Region 2, 20.1% in Region 3 and 13.3% in Region 4) that
correspond to L int = 1.1 fb� 1 [21]. Theseevents are used to calculate the crosssectionsin 15 p


T bins (varied from
30 to 300 GeV) for Regions1, 2 and in 13 p


T bins (varied from 30 to 200 GeV) for Regions3, 4. The results of the
measurements are shown in Fig. 5 asa function of p


T with the full experimental (systematic � statistical) errors. The
data are plotted at the p


T -weighted average(hp

T i ) of the �t function for each bin.
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FIG. 5: The di�eren tial \ 
 + j et" cross sections versus p

T for the four Regions. The full (systematic � statistical) errors are

shown. The curves are theoretical NLO QCD predictions from the jetpho x program [16] with the choice of CTEQ6.1M PDF
set [11] and renormalization, factorization and fragmentation scales� R = � F = � f = p


T f (y?). The data are plotted at the
p


T -weighted averageof the �t function for each bin.

One can seethat in the range of 31:8 < hp

T i < 258:0 GeV for Regions1, 2 the crosssectionsfall by about 5 orders

of magnitude and in the range of 31:8 < hp

T i < 168:0 GeV for Regions3, 4 they change by more than 4 orders of

magnitude. Note that the crosssectionsfall much faster for Regions3, 4 than for Regions1, 2.
Statistical errors vary from 0.1% in the �rst p


T bin to 13� 20% in the last bin while systematic errors are within
10� 15%(depending on the regions). The main systematicuncertainties arecausedby the purit y estimate, photon and
jet selectionsand luminosity. Uncertainties of a comparablesizeare also causedby electromagneticenergyresolution
together with the photon pT correction.

The superimposed theoretical curve corresponds to the QCD NLO predictions based on the jetpho x program
[12, 16] with the choice of CTEQ6.1M set of parton distribution functions (PDF) [11] and set of fragmentation
functions [22].

The theoretical predictions presented in Fig. 5 correspond to the choice of renormalization, factorization and
fragmentation scaleschosenas� R = � F = � f = p


T f (y?) with f (y?) = ([1+ exp(� 2jy?j)]=2)1=2 and y? = 0:5(� 
 � � j et )
[23] [27].

The ratio of the measuredcrosssection to the NLO QCD predictions [16] calculated with the CTEQ6.1M PDF set
are presented in Figs. 6, 7 for all kinematic regions. Ratios of the nominal theory predictions [16] (with the PDF set
corresponding to the best �t and all scaleschosenas � R;F ;f = p


T f (y?)) to the predictions with � R;F ;f = 0:5p

T f (y?)

and 2p

T f (y?) are shown on the plots by two dashed lines. They di�er by 9{11% for Regions1{3 and 18{20% for

Region 4. Only the statistical uncertainties are shown in the data points. The pT dependent systematic uncertainties
are shown on the plots separately by a shadedregion. Additional pT independent uncertainties from the luminosity
measurement (6%), photon selectione�ciency (4.6%), acceptance(1.5%) and unsmearing (1%) lead to 7.8% overall
normalization uncertainty.

In order to reduce the systematic uncertainty of measuredcrosssections in the four kinematic regions, we have
also calculated ratios of the crosssectionsbetweendi�eren t regions. Namely, caseswith crosssection ratios between
Regions1 and 2, 1 and 3, 2 and 3, and 3 and 4 wereconsidered.The calculated ratios with experimental uncertainties
arepresented in Figs. 8 and 9. Sincein all the four regionsweuseonly \central" photons,most systematicuncertainties
related with their identi�cation are canceledin the ratios. We assumethat the only systematic uncertainties that
survive in the ratio are related to the \ 
 + j et" event purit y (since it di�ers a little betweenthe four regions) and the
jet selectione�ciency when we calculate ratios with the central leading jet in one region and the forward leading jet
in another region. The overall experimental uncertainty estimated in such a way is about 3.5{9% for 44 < p


T < 110
GeV and becomeslarger for smaller p


T (due to systematics) and larger p

T (due to statistics) as shown on the plots

of Figs. 8 and 9 by the full vertical error lines. The internal error line indicates just the statistical uncertainty. It is
obtained by summing the statistical uncertainties for the di�eren t regions in quadrature.
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As we seefrom Figs. 6 and 7, the results of the measurements show a deviation from theory predictions for p

T > 100

GeV for the two kinematic regions with the photon and jet both located in the central pseudorapidity regions. A
deviation is also seenfor p


T < 50 GeV for the kinematic region with the photon in the central and the jet in the
forward pseudorapidity regions with samesign of their pseudorapidities. Note that the shape of the data-to-theory
ratios with the photon and jet both in the central pseudorapidity regions (their crosssectionsare much larger than
those with forward jets, seeFig. 5) is similar to a structure previously observed by the UA2 [24], CDF [25] and D�
[4] experiments.

The shapesof the measuredcrosssection ratios in data, in general,are qualitativ ely reproduced by the theory but
we observe a quantitativ e disagreement for somekinematic regionseven after accounting for the overall (experimental
and theoretical scale)uncertainty. It is especially noticeable for the crosssection ratios betweenRegions1 and 3 as
well as Regions2 and 3.
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FIG. 6: Left plot: The ratio of the measured cross section in Region 1 to the NLO QCD predictions done with [16] with the
CTEQ6.1M PDF set and all three scales� R;F ;f = p


T f (y?). The two dashed lines represents the change in the cross section
when varying the theoretical scalesby factor of two. Right plot: Same as in the description to the left plot but for Region
2. Just statistical uncertainties are shown in the data points. The total pT dependent uncertainties are shown by the shaded
region in the bottom part of each plot.
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FIG. 7: Left plot: Sameas Figure 6 but for Region 3. Right plot: Sameas Figure 6 but for Region 4.
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FIG. 8: Left plot: the ratio of the di�eren tial crosssections in Region 1 to Region 2. Right plot: the ratio of the di�eren tial cross
sections in Region 1 to Region 3. The full vertical error lines in data points (� ) correspond to the overall uncertainty while the
internal line indicates just the statistical uncertainty. Theoretical predictions are calculated with three di�eren t set of scales:
� R;F ;f = p


T f (y? ), 0:5p

T f (y?) and 2:0p


T f (y?) (three open symbols).
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FIG. 9: Left plot: The ratio of the di�eren tial cross sections in Region 2 to Region 3. Right plot: The ratio of the di�eren tial
cross sections in Region 3 to Region 4. The full vertical error lines in data points (� ) correspond to the overall uncertainty
while the internal line indicates just the statistical uncertainty. Theoretical predictions are calculated with three di�eren t set
of scales: � R;F ;f = p


T f (y? ), 0:5p

T f (y? ) and 2:0p


T f (y? ) (three open symbols).


